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Abstract 

 
The latest developments in Deep Learning based Machine 

Translation and Computer Vision based Object Detection have 

led to high accuracy Image Captioning models. Although these 

models are very accurate, they tend to rely on the use of 

expensive computational power making it difficult to use these 

models in real-time applications like processing the video 

streams in real time and extracting the information. In this 

paper, we carefully follow some of the heuristic strategies and 

core ideas of Image Captioning and its common methods and 

present our simple sequence to a sequence based 

implementation with a remarkable transformation and 

efficiency such as using beam search instead of greedy search 

that allows us to implement these on low-end hardware. The 

proposed system compares the results calculated using a 

variety of metrics with high-quality models and analyses the 

reasons behind the model trained on the MS-COCO dataset  

that are lacking due to trade-off between computation speed 

and quality. In this proposed system, Restful API endpoint will 

be created to be used on any device with an internet connection 

such as a mobile phone, IoT devices, clock, etc, this endpoint 

used to sent an image to the model running on remote server 

which in response will generate and sent an caption describing 

the objects and their relationship with each other in image in a 

natural language. 
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I. Introduction 

 
Automatically defining image content and their relationships 

or actions is an important issue for artificial intelligence that 

connects computer vision and natural language processing. But 

this can have a profound effect on helping blind people to better 

understand their surroundings. These pictures can be used to 

produce captions that can be read aloud to the visually impaired 

so that they can better understand what is happening around 

them. This proposed system provides an API endpoint which 

uses generative model based on a deep recurrent architecture 

that incorporates the latest advances in computer vision and 

machine translation and that can be used to create natural 

sentences describing a previously captured or camera-captured 

image. The model is trained to increase the chances of 

interpreting the sentence using the Maximum Likelihood 

Estimation (MLE) given the training image. What is most 

impressive about this is that it is a single end model that can be 

described as predicting captions, given a picture, instead of 

requiring sophisticated data preparation or a pipeline of 

specifically designed models. 

 

Not only must the model be able to solve the computer vision 

challenges of identifying objects in the image, but it must also 

be smart enough to capture and express object relationships in 

the natural language. For this reason, image caption generation 

is considered a serious problem for long. Its purpose is to 

mimic a person's ability to understand and process large 

amounts of visual information in descriptive language, making 

it an attractive problem in the field of AI. 

 

II. System Architecture 

 

In this proposed system, we are creating a RESTful API with a 

single endpoint that will be used to provide an image to the 

Image Captioning model running on the server. For creating an 

API, we will use AWS API Gateway Service and AWS 

Lambda. AWS Lambda will have a function to send the image 

received from the API request to the Image Captioning model 

on the AWS Sagemaker. 

 
Fig. 1 System Architecture 

 

The starting point of this system will be an application that can 

run on any platform like a mobile phone, smartwatch, or any 

IoT devices. This application will send an image through the 

API request to the AWS Lambda function. The picture that is 

sent by the application will be a pre-captured image or an 

image captured by the camera device. The AWS Lambda 

function will be responsible for transferring this image for 

further processing to the Image Captioning model where the 

image is processed, and an appropriate caption describing that 

image will be generated. This caption will be in a text format. 

The API response will send this caption back to the application, 

and this caption will be spoken out loud by the device. Also, 

the caption will be displayed on the device screen, if that device 

has a screen.
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III. Literature Review 

 

S.No 

 

Paper title 

 

Journal/ 

Conference 

Name 

 

Author 

Name 

 

Problem 

Discussed 

 

Algorithm/ 

Technology 

used 

 

Conclusion 

 

1 Show, 

Attend and 

Tell 

 

ICML’16 

 

Kelvin Xu, 

Jimmy Ba, 

Ryan Kiros, 

Kyunghyun 

Cho 

 

Caption 

generation 

with visual 

attention 

 

Attention 

Based 

Algorithm 

 

Highly accurate, 

Slow, 

Computationally 

Expensive 

 

2 Show and 

Tell 

 

IEEE’s 

CVPR’15 

 

Oriol 

Vinyals, 

Alexander 

Toshev, 

Samy 

Bengio, 

Dumitru 

Erhan 

 

Caption 

generation 

using CNN 

and RNN 

 

CNN and 

LSTM Based 

Algorithm 

 

Less accurate, 

Computationally 

efficient 

 

3 Deep Visual-

Semantic 

Alignments 

for 

Generating 

Image 

Descriptions 

 

IEEE’s 

CVPR’15 

 

Andrej 

Karpathy, Li 

Fei-Fei 

 

Generating 

natural 

language 

descriptions 

of images 

and their 

regions. 

 

CNN and 

bidirectional 

RNN Based 

Algorithm 

 

Accurate and 

Fast 

 

 
 

III.1. Show and Tell 

In this paper, Oriol Vinyals and his team proposes a neural and 

probabilistic framework to generate descriptions from images. 

Recent advances in statistical machine translation have shown 

that, given a powerful sequence model, it is possible to achieve 

state-of-the-art results by directly maximizing the probability of 

the correct translation given an input sentence in an “end-to-

end” fashion – both for training and inference. These models 

make use of a recurrent neural network which encodes the var-

iable length input into a fixed dimensional vector, and uses this 

representation to “decode” it to the desired output sentence. 

Thus, it is natural to use the same approach where, given an 

image (instead of an input sentence in the source language), one 

applies the same principle of “translating” it into its description. 

Having trained a generative model, an obvious question is 

whether the model generates novel captions, and whether the 

generated captions are both d verse and high quality. The result 

of the human evaluations of the descriptions provided by NIC, 

as well as a reference system and ground truth on various da-

tasets. We can see that NIC is better than the reference system, 

but clearly worse than the ground truth, as expected. This shows 

that BLEU is not a perfect metric, as it does not capture well 

the difference between NIC and human descriptions assessed 

by raters. Word embedding can be jointly trained with the rest 

of the model. It is remarkable to see how the learned represen-

tations have captured some semantic from the statistics of the 

language. 

 

III.2. Show, Attend and Tell 

In this paper, Kelvin Xu and his team introduces an attention 

based model that automatically learns to describe the content of 

images. One of the most curious facets of the human visual 

system is the presence of attention. Rather than compress an 

entire image into a static representation, attention allows for 

salient features to dynamically come to the forefront as needed. 

Unfortunately, this has one potential drawback of losing 

information which could be useful for richer, more descriptive 

captions. This paper attempts to incorporate two forms of 

attention variants: a “hard” stochastic attention mechanism 

trainable by maximizing an approximate variational lower 

bound or equivalently by REINFORCE and a “soft” 

deterministic attention mechanism trainable by standard back-

propagation methods. A few challenges exist for comparison, 

which we explain here. The first is a difference in choice of 

convolutional feature extractor. For identical decoder 

architectures, using more recent architectures such as 

GoogLeNet or Oxford VGG can give a boost in performance 

over using the AlexNet. The second challenge is a single model 

versus ensemble comparison. While other methods have 
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reported performance boosts by using ensembling, in our results 

we report a single model performance. In conclusion we saw, 

an attention based approach that gives the state in the art 

performance on three benchmarks datasets using the BLUE and 

METEOR metric. We also saw how the learned attention can 

be exploited to give more interpretability into the models 

generation process, and demonstrate that the learned alignments 

correspond very well to human intuition. 

 

III.3. Deep Visual Sematic Alignment for 

Generating Image Description 

In this paper, Andrej Karpathy and Li Fei-Fei presents a model 

that generates natural language description of images and their 

regions. This approach leverages datasets of images and their 

sentence descriptions to learn about the inter-modal 

correspondences between language and visual data. This 

alignment model is based on a novel combination of 

Convolutional Neural Networks over image regions, 

bidirectional Recurrent Neural Networks over sentences, and a 

structured objective that aligns the two modalities through a 

multimodal embedding. Then describing a Multimodal 

Recurrent Neural Network architecture that uses the inferred 

alignments to learn to generate novel descriptions of image 

regions. Comparing this BRNN model to other captioning 

models like Google NIC gives a very interesting result, though 

the Google NIC results surpasses the accuracy of BRNN by a 

margin but considering the fact that BRNN prioritizes 

simplicity and speed at a slight cost in performance. And 

comparing BRNN model with any other retrieval baseline 

models like nearest neighbour, LRCN etc. BRNN makes better 

accuracy. 

 

IV. Conclusion 

By studying and understanding the researches made in the 

image recognition, we have used the optimized approach for 

implementing our proposed system. These papers are served as 

a important source of relevant information for our proposed 

system. 
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